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Abstract

Supersonic and diffusive radiation flow is an important test problem for the radiative transfer models used in radiation-
hydrodynamics computer codes owing to solutions being accessible via analytic and numeric methods. We present
experimental results with which to compare these solutions by studying supersonic and diffusive flow in the laboratory.
We present results of higher-accuracy experiments than previously possible studying radiation flow through up to 7
high-temperature mean free paths of low-density, chlorine-doped polystyrene foam and silicon dioxide aerogel contained
by an Au tube. Measurements of the heat front position and absolute measurements of the x-ray emission arrival at the
end of the tube are used to test numerical and analytical models. We find excellent absolute agreement with simulations
provided that the opacity and equation of state are adjusted within expected uncertainties; analytical models provide a
good phenomenological match to measurements but are not in quantitative agreement due to their limited scope.

Keywords: radiative transfer, diffusion, plasmas, shock waves, experiment, supersonic
PACS: 71.35.-y, 71.35.Lk, 71.36.+c

1. Introduction

Phenomena in which the flux of radiation emitted by a
heated body (Sr = σT 4) exceeds the conduction of energy
by heated material (ερCs) occur in a range of exotic plas-
mas from the laboratory to astrophysical scale. Here σ is
the Stefan-Boltzmann constant [W/m2/K4], T is temper-
ature [K], ε is the specific internal energy [J/g], ρ is mass
density [g/m3], and Cs is the sound speed [m/s]. In 3D
this is a difficult and complex class of physical problem in
which not only is the equation of radiative transfer a func-
tion of seven independent variables. While in a simpler 1D
planar geometry this reduces to four variables, account
must still be taken of the complex dependence of mate-
rial properties (opacity and ε) on the relevant independent
variables. Through various approximations analytical so-
lutions to 1D problems have been found, but owing to the
complexity of almost all 2D and 3D problems, solutions are
necessarily numerical via computer simulation. In many
cases these computer codes are also used to simulate and
answer questions about the structure of stars, the behavior
of supernovae and closer to home, in the laboratory, the
transport of x-ray energy in Inertial Confinement Fusion
targets [1–3]. As with all simulations it is essential that
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they be benchmarked against data and analytic reference
problems to verify the numerical procedures.

In this paper we detail the first experimental measure-
ments in a previously inaccessible regime to examine one
of the few semi-analytic solutions that does exist in this
area - the ‘Marshak wave’ problem [4–8]. As one of the
few problems dealing with radiation transport that has
analytic solutions it is often used to provide quantitative
validation of numerical results. We generate experimental
results to test the applicability of several previously pub-
lished analytic approximations and fully-integrated radia-
tion hydrocode simulations.

We present results that characterize supersonic and dif-
fusive radiation flow in a highly diffusive regime, using a
310 eV temperature x-ray source to drive a radiation heat
front at downstream Mach (M=6) through more than 6
Rosseland mean free paths. The key to reaching such
regimes lies with the laser energy available on the National
Ignition Facility (NIF) [9]. Results from previous exper-
iments are summarized in figure 1. These were typically
limited to regimes with velocities of M=2-4 and investi-
gated flow of a lower radiation temperature (120-150 eV)
through 3-4 mean free paths [10–13]. In this regime the
ionization of material does not lead to an energetically
significant re-radiated flux, and thus the experiments were
not in a fully diffusive regime. Experiments by Back et al.
extended the radiation drive to ∼ 190 eV, but were limited
by the foam-scale and laser energy[14]. The energy now
available on the NIF enables a more constraining class of
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Figure 1: Radiation flow Mach number M compared to the number
of Rosseland mean free paths at the material temperature; Calcula-
tions of the Rosseland mean free path vs time for the experiments
we present are extracted directly from simulations and are shown by
the red points. Previous experiments include[10–14].

experiment using higher, more uniform density foam that
is more accurately characterized, and generating a brighter
heat front from which more accurate measurements of x-
ray emission are made than was previously possible.

In section 2 we describe the theoretical problem, de-
velop the arguments behind the simple diffusion model
from which much of the analytical results described in
section 2.1 are developed. In section 2.2 we describe the
different numerical approximations that we later apply to
compare with the experimental results. The experiment is
detailed in section 3.1, with the primary results described
in sections 3.2 and 3.3. Finally, the comparison of measure-
ments to the various analytical and numerical solutions are
discussed in section 4.

2. The General Problem and Solutions

The 1D problem is typically posed as a cold absorbing
slab medium occupying a semi-infinite half-space [6, 15].
The medium is assumed to be perfectly homogenous and
initially at zero temperature with no external radiation
sources present. A constant temperature radiation source
is applied at the boundary, heating the surface and reduc-
ing its opacity. Solutions aim to find the position of the
heat-front vs time as it penetrates into the cold medium
and the spatial shape of the temperature profile.
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Beginning with the energy equation containing exter-
nal radiation sources - Eq. (1), several simplifying as-
sumptions are made immediately: (1) that radiation en-
ergy density (Ur) and pressure (Pr) are negligible com-
pared to material internal and kinetic energy and pressure

(Pm), and (2) that in the supersonic limit any material
motion (u) can be ignored. In Eq. (1) ρ is mass density,
u the velocity, ε the material internal energy, and Sr the
radiant energy flux.

In addition to the energy equation we must consider
the kinetic equation for the distribution function of pho-
tons which describes how radiation energy is transferred
into the material. If scattering is ignored, then in the
conventional form the equation of transfer of the specific
radiation intensity I(ν,Ω, r, t) can be written:

1

c

∂I(ν)

∂t
+ Ω.∇I(ν) = κ′(ν) (Ip(ν)− I(ν)) (2)

where κ′ is the frequency dependent opacity modified
for induced emission according to Kirchoff’s law, and Ip(ν)
is Plank’s function for the equilibrium spectral energy den-
sity from a blackbody as a function of frequency (ν) [16].
c is the speed of light in vacuum.

Without going into the details of the underlying as-
sumptions of the diffusion approximation which are well-
described by Pomraning and Castor , the basic argument
relies on the assumption that the angular dependence of
the specific radiation intensity is only very weakly anisotropic
and can be represented by the first two terms in a spherical
expansion i.e. I(ν,Ω) = I0(ν)/4π + 3Ω.I1(ν)/4π [17, 18].
Pomraning elegantly describes how the angular moment of
Eq. (2) reduces to a Fick’s law form if the radiation field
be treated as quasi steady-state by neglecting the ime-
derivative term [19, 20]. In this approximation it is simple
to identify that I0(ν) is cUr(ν) and I1(ν) is Sr(ν) yield-
ing the relationship between the flux and radiation energy
density in the diffusion limit:

Sr = − c

3ρκ′
∇Ur (3)

Since the integral of an equilibrium blackbody source
over a 2π half-space results in the relation Sr = cUr/4 =
σT 4 the basic underlying equation for supersonic and dif-
fusive radiation transport can be written:

ρ
∂

∂t
ε(ρ, T ) = −∇.

[
4σ

3ρκ
∇T 4

]
(4)

It is worthy of note that by accessing the supersonic
and diffusive regime Eq. (4) demonstrates how the prob-
lem is essentially described by four main parameters, ρ,
T , ε, and κR. Consequently a carefully designed experi-
ment with a well-diagnosed temperature and density can
be used to quantitatively constrain a combination of the
material properties. This argument will be developed fur-
ther by Guymer et al., but even with this caveat results
in this regime provide a constraining test for analytic and
numerical radiation transport models [21].

2



2.1. Analytic Approaches

Marshak originally developed similarity solutions un-
der constant density and pressure conditions and coined
the term ‘Marshak Wave’ [4]. This original work imposed
an exponentially increasing boundary temperature to de-
rive the well-known steep shape of the temperature dis-
tribution at the heat front, but constant temperature and
constant energy solutions are readily accessible [2]. These
are all typically accessed by approximating the material
opacity as a power-law function of temperature and den-
sity [22, 24], and give slightly differing variants of the text-
book solution for the heat front position xf for a constant
temperature boundary condition:

xf ∝

√
σT 4t

ρ2κRε
(5)

Here κR is the Rosseland mean opacity and t is time.
There are a number of different diffusion-like approxi-

mations that have been applied to this problem and which
are well summarized by Graziani and so will not be dis-
cussed at length here. In particular we draw attention
to the work of Pomraning that extends Marshak’s origi-
nal work to generate solutions in which the radiation and
material fields are not in equilibrium with the aim that
the solution be useful as a reference problem for validat-
ing computational models, and Larsen who investigated
an asymptotic 1D analysis that included the radiation en-
ergy density term neglected above and demonstrated that
this causes the radiation front to lag behind that of the
Marshak prediction [6, 7].

We devote more detail to the work of Hammer et al.
and Hurricane et al. since they are of use in comparing
to the experimental data we present herein. Hammer et
al. extended Marshak’s work in 1D by applying a pertur-
bation technique to the non-linearity of the temperature
dependencies that enables diffusive solutions for an arbi-
trary time-dependent temperature drive [22]. Beginning
with the standard power-law approximation for κR and ε:

1

κR
= gTαρ−λ, ε = fT βρ−µ (6)

they insert these parameters into Eq. (4), and then in-
troduce dimensionless variables for space, time and T 4+α,
to transform Eq. (4) into a form where it can be approxi-
mated by an expansion of the variable ε = β/(4+α) which
is typically small (<0.3). Following this approach they find
solutions of increasing accuracy in ε (ε2, ε4, etc. ), and
find good agreement with results from the numerical radi-
ation hydrodynamics code HYDRA [23]. For the results we
present in section 3.3, this provides an attractive opportu-
nity to study the effects of the temporal dependence of the
temperature source present in the experiments, compared
to the other analytical models that build from the imprac-
tical constant temperature boundary condition. The heat

front position (xf ) as a function of time that results from
of the analysis of Hammer et al. and that will be discussed
in section 4 - Eq. (25) in ref [22] - is shown in Eq. (7)
where Tr(t) is the time-dependent source temperature at
the boundary.

xf (t)2 =
(2 + ε)C Tr(t)

−ε(4+α)

(1− ε)

∫
Tr(t)

4+α dt ,

C =
16

(4 + α)

gσ

3fρ2−µ+λ
(7)

In contrast, Hurricane et al. approach Eq. (4) in a
different way noting that away fron the heat front the left-
hand side is generally negligible [24]. By forcing a tem-
perature independent opacity approximation to simplify
the problem, Eq. (4) reduces to a Laplace equation in
T 4, which is then a more readily approachable eigenvalue
problem in multiple dimensions. While this approach has
obvious failings, it has the advantage that it enables quan-
tification of the effect of energy loss through arbitrary
cartesian boundaries which is a practical reality in these
experiments. In cartesian coordinates the effect is to in-
troduce a curvature to the heat front which is described by
a cosine-dependence, and an additional drag-term to the
on-axis heat front. To best adapt this solution for our ex-
periments would require solving a Laplace equation for T 4

in cylindrical polar coordinates rather than the cartesian
results presented by Hurricane et al.. Results now take the
form of a modified Bessel differential equation with solu-
tions of the 1st kind in r modified by a similar eigenvalue
problem.

The results from Hurricane et al. that we use in the
later analysis are primarily xf (t), and the heat front radius
of curvature (Rc) shown in Eq. (8). Here y is the lossy
wall boundary in the 2D cartesian plane of Hurricane et al.
analysis, which we set as the effective radius of the tube,
and a is the albedo of the gold tube. D is the modified
radiation diffusion constant.
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√
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) 3
2

+ ... ,
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√
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2y2 + 1

) ,
e =

3

4
ρκRy(1− a) ,
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(

1 +
e

3

) 8σT 4
r

3κRρ2ε
(8)

Critically for all the models that derive from Eq. (4)
it must be appreciated that the Milne boundary condition
for this half-space problem and limits the applicability of
this class of solution [25]. Castor expresses this in the
form:
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t>
(α+ 4)ε

6κRσT 4
(9)

which is essentially the ratio of the energy contained in
a layer one Rosseland mean free path thick compared to
that entering the layer (σT 4) in time t; α is the result of
the opacity parameterization in Eq. (6).

2.2. Numerical Approaches

Four different approximations are typically used in nu-
merical radiation transport calculations to approximately
solve the Boltzmann equation [26]: (1) Diffusion, (2) Spher-
ical Harmonics (Pn), (3) Discrete Ordinates (Sn), and (4)
Implicit Monte Carlo (IMC).

Diffusion, which is essentially the same as a P1 spheri-
cal harmonic approximation, is the simplest but most ob-
viously inaccurate approximation failing in optically thin
plasmas and where energy density gradients are large. Since
the diffusion approximation is a first-order correction to an
isotropic radiation field, the obvious next level of complex-
ity is to allow the angular distribution of radiation to be
more complex.

Pn and Sn are strategies to approximate the radiation
field numerically by either a spherical harmonic approxi-
mation of increasing order n or along n discrete lines-of-
sight [27]. By taking an increasing number of moments of
the transport equation a solution with increasing accuracy
is found. While this can in theory be arbitrarily accurate
for increasing n, when time-dependence is important wave
effects can result in unphysical negative energy densities,
however this is not typically the case since the transport in
the majority of radiation-hydrodynamics simulations can
be treated as steady state. The Discrete Ordinate (Sn)
approximation assumes that radiation only travels along a
finite number of directions - discretizing the angular dis-
tribution of radiation. Due to this discrete nature photons
do not reach certain regions that in reality they would.
In problems of more than one-dimension this can result in
large unphysical spatial distortions in the energy density
or so called ‘ray effects’ [28]. For n infinite, both meth-
ods find the exact solution to the transport equation. For
both methods, increased computational resources now of-
ten allow these solutions to be run for increasing n until
convergence is found, at which point the solution is as-
sumed to be ‘correct’.

Finally Monte Carlo methods, in particular IMC [29]
provides an alternative methodology to Sn by simulating
photons travelling through the simulation grid at each time
step and statistically sampling the photon being scattered
or absorbed and how this re-distributing energy in the ra-
diation field. Provided sufficient computational processing
power and memory are available, this can also produce
very accurate results, however complications can occur at
boundaries between high and low opacity materials and
unphysical ‘teleportation’ effects can arise if the computa-
tional cell size is larger than the photon mean free path.

Figure 2: A 3.0 x 3.5 mm diameter laser driven half-hohlraum gener-
ates a > 300 eV x-ray source. Au M-band radiation is reduced by a
thin 200 µm disc of SiO2 aerogel before driving a supersonic diffusion
wave through 2.8 mm of chlorinated polystyrene foam or silicon diox-
ide aerogel. (a) shows the configuration studied in two experiments
N110320 with a laser energy of 354.9 kJ and N110622 with 364.2 kJ,
(b) the shows N110628 ‘flipped’ configuration shot with 355.5 kJ and
(c) the configuration to measure the Marshak wave propagation, on
N121108 this was shot with 368.1kJ.

In the same way as with Sn, IMC is normally run with in-
creasing numbers of particles until the solutions converge.

The convergence of solutions from the IMC and Sn
methods to the same answer obviously gives a great deal
of confidence in that answer, and if numerical solutions
to the analytical problems previously described are also in
agreement then it could be argued that the models have
been validated. However, to ground the different numeri-
cal models and their implementation in reality, experimen-
tal measurements are required.

3. Experimental Measurements

3.1. Setup

In these experiments we use a half-hohlraum heated
to a temperature of >350eV to investigate diffusive x-ray
flow in a foam material located opposite the laser entrance
hole (LEH) see figure 2. The Au vacuum hohlraum had
an inside diameter of 3.5 mm, was 3.0 mm in length; the
Au was 25 µm thick. Eighty 351 nm laser beams, in three
cones, enter the hohlraum through a 2.4 mm diameter hole.
Irradiating the hohlraum at 30◦, 44.5◦ and 50◦ from the
cylindrical axis the laser beams total 370±10 kJ in a 2.5
ns flat-in-time pulse, which is measured on each shot to
1σ = ± 2.5 kJ. To tailor the x-ray spectrum a 0.2 mm thick
disc of 0.125 g/cc SiO2 aerogel was used to preferentially
absorb Au M-band x-rays (2.5-3.5keV) and create a more
thermal spectrum. The diffusive x-ray flow is studied in a
2.8 mm long cylinder of Cl-doped CH foam [31] or SiO2

aerogel placed in contact with the thin aerogel disc and
enclosed in a 25 µm thick Au tube. A 150 µm slot ran
the length of the tube to enable measurement of the foam
self-emission [30].
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Figure 3: X-ray flux entering foam cylinder measured through SiO2

aerogel disc compared to simulations using the radiation hydrody-
namics code NYM and inferred for the supersonic Marshak wave
arrival in Table 1 based on the delivered laser energy.

Figure 4: Peak flux measured, occurring at t=2.3 ns, measured at 37◦

and 64◦ to the hohlraum axis: blue - cosn(θ) fit, green - Lambertian
fit(n=1), red - NYM simulation at time of peak emission.

Accurate measurement of the uniformity and density of
the foam is critical to benchmark simulations so multiple
methods were used for material characterization: (1) gravi-
metric, (2) low spatial resolution, x-ray radiography at 8.6
keV(Zn K-α), (3) High energy (∼15 keV) high-resolution,
radiography and (4) high-resolution monochromatic radio-
graphy at 5.4 keV (Cr K-α) [32]. Measurements (1) and (4)
provide independent verification of the foam density and
agree to ±2.3%. Knowing the elemental composition is
necessary to correctly predict the foam opacity. Combus-
tion analysis from multiple batches indicate that by mass
this was: 69.6±0.2% C, 5.4± 0.1% H, and 24.2±0.1% Cl.
Trace amounts (<0.3%) of N and S were present.

3.2. Half-hohlraum x-ray drive results

Initial experiments characterized the x-ray drive that
will enter the foam cylinder by removing the tube and leav-
ing only the SiO2 aerogel disc - N110622 - shown in figure
2(a). Measurements were taken with the soft x-ray power
diagnostic Dante [33]. The NIF has an upper and lower
Dante diagnostic at (θ−φ) of (64◦-350◦) and (143◦-274◦).
The x-ray flux emitted through the SiO2 aerogel was mea-
sured at 64◦ on shot N110622 and using the upper Dante
and on a separate shot - N110628 - at 37◦ by physically ro-
tating the target 180◦ within the NIF target chamber and
repeating the experiment using the upper hemisphere laser
beams and the lower Dante - shown in figure 2(b). Simu-
lations using the radiation hydrodynamics code NYM are
minimally tuned to match these result using multipliers be-
tween 0.9 and 1.0 on the Au opacity used in the hohlraum
calculation, and as shown by the green lines in figure 3
provide a good match to the measured flux leaving the
hohlraum through the SiO2 aerogel disc [34]. Since only
the x-ray flux entering the foam cylinder is important for
the Marshak wave investigation we don’t further discuss
the implications of tuning the Au opacity in the hohlraum
calculations but rather assert that armed with simulations
that match the temporal history and absolute quantitative
fluxes measured within the measurement errors is sufficient
and indeed necessary to accurately characterize the Mar-
shak wave behavior.

To compare with analytical models we assert that the
hohlraum be described by a single temperature. Typically
the angular distribution of emission is assumed to be Lam-
bertian (∝ cos(θ)), but figure 4 demonstrates that the two
results are inconsistent with this, so instead a cosn(θ) de-
pendence is fitted to the angular distribution. We find
a best fit to the results with n = 1.5 which results in a
peak radiation temperature through the m-band absorber
of 307±5 eV for a laser energy of 360±2.5 kJ. The angular
distribution θ>37◦ is well-matched by the NYM simula-
tions, but deviates at small angles where the simulations
indicate that the flux is reduced compared to a Lamber-
tion due to the viewfactor through the opposite hohlraum
LEH. The difference between simulation and the cos1.5(θ)
fit for θ<37◦ results in only a 3% change in radiation tem-
perature.

5



It is important to note that when the foam cylinder
is added to the target, shown in figure 2(c), the temper-
ature history at the plane between the SiO2 aerogel disc
and foam cylinder, indicated by the blue arrows, is differ-
ent to that shown by the green lines in figure 3. This is
due to the albedo provided by the foam cylinder which,
once heated, emits radiation back towards the hohlraum.
This cannot be measured directly when the foam cylinder
is in place and so is extracted from the simulations and
is shown by the blue dashed line in 3 for the supersonic
Marshak case to be discussed later N121108. It should be
noted that the slight difference in the rising gradient of the
x-ray flux between the two simulations is a result of small
change to the shape of the laser pulse - for N110628 the
laser pulse was flat-topped, but for N121108 and N120912,
a 20% slope was added while maintaining the same total
energy. For the 367.9 kJ of laser energy delivered to the
hohlraum on shot N121108, the simulation of the hohlraum
using the tuned Au opacity multipliers used to match the
experimental data from N110628 reaches a peak temper-
ature of 327 eV. It is also important to draw attention
to another effect introduced by the foam cylinder. The
additional energy sink presented by the material above
the SiO2 aerogel disc results in a capacitative effect which
causes the temperature to rise and fall more slowly than if
the foam cylinder is removed. Once the lasers have turned
off at 2.3 ns, the hohlraum is filled with Au plasma and
so optically thick to thermal re-emitted radiation from the
foam cylinder. The result is that the higher albedo of the
foam cylinder keeps the hohlraum temperature higher for
longer. Results from the NYM simulations indicate that
once the laser has turned off the foam cylinder reaches
an albedo of about 0.73, which if used in a simple energy-
balance calculation indicates that the presence of the foam
cylinder results in a 12% increase in the hohlraum temper-
ature once the laser has turned off - similar to that seen
at about 3.0 ns in figure 3.

3.3. Marshak front arrival results

Radiation flow is studied in the foam cylinder with the
upper Dante used to quantify the heat wave arrival. This
viewed the top of the cylinder at 64◦ and was configured
to measure x-ray energies between 50-1000 eV in ten dif-
ferent energy bands. The results of unfolding the x-ray
flux vs. time from the ten measurements is shown for the
Cl-doped foam in figure 5 and SiO2 aerogel in figure 6. An
early-time (t<3.0 ns) x-ray background signal is attributed
to unblocked x-rays emitted by the hohlraum and is plot-
ted for the subsonic case (N120912). This background is
removed from the other lines in figures 5 and 6. A steep
rise in signal due to the front arrival is attributed to the
Marshak wave arrival. When the laser energy is decreased
and density increased the front is seen to stall and become
subsonic - N120912 - producing no steep rise in x-ray flux.
This signal was used to background-correct the other data
for comparison with simulations.

Figure 5: X-ray flux measurement of Marshak wave arrival in
chlorine-doped polystyrene foam. Right-hand axis is the ratio of
ρ2L2 and laser energy (E) plotted against 8.0 GW/Sr arrival time.
The time-dependent background x-ray flux - N120912 - shown in
gray was subtracted from shots prior to N130219.

Figure 6: X-ray flux measurement of the Marshak wave arrival in
silicon dioxide aerogel. Right-hand axis is the ratio of ρ2L2 and
laser energy (E) plotted against 8.0 GW/Sr arrival time. The time-
dependent background x-ray flux - N120912 - shown in gray was
subtracted from shots prior to N140609.
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The time of arrival of 8.0 GW/Sr above background
(equivalent to a temperature of 65 eV, assuming the heat
front initally breaks out over 2/3rds of the 2.0mm diam-
eter foam) was compared to simulations. At these tem-
peratures the absolute flux uncertainty is 5-7%. The ab-
solute error on this time was calculated incorporating the
uncertainty in diagnostic cross-timing(∼40 ps), arrival of
the laser beams (∼25 ps), oscilloscope sweep non-linearity
(∼0.8%), and temporal uncertainty associated with the
absolute calibration of the background corrected flux.

This is the largest contributing error bar, being 2.0
GW/Sr at a flux of 8.0 GW/Sr, but due to the steep sig-
nal rise, only adds ≈ 150 ps to the uncertainty. Re-casting
Eq. (5) in the form t(x) where x=L=2.8mm it is seen that
the heat front arrival is a function of ρ2L2/σT 4. Asserting
that σT 4 ∝ laser energy (E) this ratio is also plotted in
figures 5 and 6. If Eq. (5) is valid, then a linear trend
would be expected where the gradient is inversely related
to the integrated opacity and internal energy of the cylin-
der material. A linear fit to the data for Cl-doped foam
has a reduced-χ2 = 2.3, indicating good agreement with
the simple 1D scaling, which assumes a constant temper-
ature drive, and κ and ε parameterized independent of ρ.
Since only the gradient is of concern, the 1σ errors as-
sume only a statistical uncertainty in laser energy of 2.5
kJ and in density of 2.3% - 3σ error bars are shown in the
figures. This good fit for both Cl-doped foam and SiO2

aerogel provides good evidence that the flow is diffusive
and supersonic. It is also clear when comparing the linear
fits that the gradients are significantly different due to the
different opacity and internal energy of the materials.

We assess the progression of the front as a function
of time by soft x-ray, time-gated images of the foam self-
emission through the 150 µm slot [35]. The spectral re-
sponse of the images was restricted to a near-Gaussian
centred at 460 eV and 650 eV with σ of 38 and 55 eV,
by combination of a 3◦ grazing-incidence Al mirror and a
2.0 µm V filter, and 3◦ Ni mirror with a 2.0 µm Fe filter.
Combined with a 1.25x pinhole-camera and gated x-ray
detector this formed an image with 76 µm resolution.

Since the Rosseland mean free path of the heated foam
is ≈300-350 µm, which is less than the tube radius, the
centre of the front is unable to heat the tube. Therefore
the tube is heated only by the adjacent material resulting
in a localized energy loss that causes the edges of the front
to lag behind the center. This is important because data
in figure 7 are measurements of the front position at the
outer radius of the foam cylinder close to the tube.

4. Discussion of experimental, analytic and numer-
ical results

The conditions reached in the experiments demonstrat-
ing the arrival of a super and subsonic radiation wave are
shown in Table 1 and the evolution of the heat front in
figure 7. It is clear from the figure that neither case ini-
tially follows the expected xf ∝ t

1
2 . Indeed for t<3.0 ns

the evolution is better described by x ∝ t. There are two
possible explanations for this: (1) the time required for the
Marshak wave to form, and (2) the finite rise-time of the
temperature drive. The inequality in Eq. (9) addresses
the first of these. For foam at 150-250 eV and ≈0.11 g/cc
equates to 1.3-2.5 ns, before which time Eq. (5) and the
2D Hurricane et al. model which builds on it are not valid.

The effect of the finite rise-time of the x-ray drive on
the Marshak wave evolution is examined by applying the
NYM simulated Tr(t) for N121108 - dotted blue line in
figure 3 - to the 1D diffusive model of Hammer et al..
We best-fit the foam ε and κ with a power-law according
to Eq. (6) and find 1

g = 3135, α = 4.6, λ = 0.31, and
f = 10.8, β = 0.98, µ = 0.05. Inserting these parameters
into Eq. (7) significantly over-predicts the position of the
Marshak wave, so a 0.71 multiplier on Tr(t) is used to best
match the data. Since the data in figure 7 represents the
heat front position at the edge of the tube, the solid curves
in figure 7 combine the Hammer et al. model of Eq. (7)
with the additional drag term predicted by Hurricane et al.
- see second term in the first equation of Eq. (8) in an at-
tempt to correct for the radius of curvature. Even with this
additional drag term, it is not especially surprising that a
reduction in Tr is required since we would not expect the
1D model, even with 2D cartesian corrections applied to it,
to correctly predict the losses of the 2D cylindrical system
in the experiment. This scaled model does however cor-
rectly predict the velocity and deceleration indicating that
flow is diffusion dominated and that the initial evolution
x ∝ t observed is primarily attributable to the temporal
shape of the temperature source rather than a formation
time related to the Milne condition.

The 2D cartesian Hurricane et al. model clearly lacks
the larger cylindrical loss of the experiment and Tr(t) de-
pendence of Hammer et al., but can still be fitted to the
supersonic radiation wave data to estimate the curvature
of the heat front due to energy transport into the Au tube.
We fit the data by again using a temperature multiplier
and also the Au tube albedo as free parameters and calcu-
late the front position at the edge and centre of the tube.
The best fit using a temperature multiplier of 0.60 and
a wall albedo - a in Eq. (8) - of 0.83 are shown as grey
dashed lines in figure 7. The weak dependence on albedo
means that while the temperature multiplier can be fit to
a confidence of ±0.005, the uncertainty in the albedo is
±0.05.

Using the fit to examine the front curvature from Eq.
(8) we find Rc = 2.1mm, which corresponds to the edge
trailing behind the centre by only 250 µm at the end of the
tube. This is in good agreement with the data and adds
confidence to the assertion that energy loss to the Au tube
is not significant. Also in figure 7 are the results from a
NYM simulation with a 288 multi-group opacity table cal-
culated using the CASSANDRA code and internal energy
from SESAME [36, 37]. The green points represent two
simulations: light green assumes that ε and κR used in
the simulations are correct, the dark green increases ε by
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Figure 7: Marshak wave propagation data at discrete time intervals for super- and subsonic arrival. Solid lines show the Hammer et al. model
corresponding to the drive temperature increased and decreased by an amount corresponding to the ± 2.5kJ relative uncertainty in the laser
energy measured and foam density increased and decreased by ± 2.3% to bound the solutions. The 2D Hurricane et al. model fit to the
edge with loss is shown (small dashed grey) with the same fit evaluated at the tube center with and without loss (medium and large dashed
grey). Simulation results with nominal and adjusted ε are shown as light and dark green boxes. Vertical lines are the simulated (green) and
measured (blue) upper Dante arrival times for the supersonic case; the line width is representative of the ±1σ error. Raw image data is to
the right.

Table 1: Conditions for super and sub-sonic radiation wave arrival. Error bars are relative ±1σ.

Shot
Laser Foam Peak Tr(in) Peak Tr(out) Ma Mb

Energy (kJ) Density (g/cc) (eV) (eV)

Subsonic Arrival N120912 340.2±2.5 0.122±0.004 320±4 70±2 4.3±0.4 1.1±0.4
Supersonic Arrival N121108 367.9±2.5 0.114±0.003 327±3 118±3 6.0±0.4 3.8±0.4
a evaluated in the range 0.5< z <1.0 mm
b evaluated in the range 2.0< z <2.5 mm
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Figure 8: Density and electron temperature from NYM simulations
of (a) Subsonic arrival at t =7.0 ns and (b) Supersonic arrival at
t =4.3 ns.

20%. Both the light and dark green simulations agree with
the measurement within the error bars. However, we also
compare the simulations to the arrival time measured by
upper Dante. The 8.0 GW/Sr supersonic radiation wave
arrival time is represented as a blue vertical bar which is
only in agreement with the measurement when ε is in-
creased. While this is quite a significant change to ε, it is
clear from Eq. (5) these measurements can only constrain
a combination of the ε and κR, so a smaller change to ε
is expected if κR were also adjusted. A parametric study
to best fit multipliers on both the opacity and specific in-
ternal energy to all the data is the subject of a separate
publication [21].

Figure 8 shows the simulated density and electron tem-
perature just prior to burnthrough for the super and sub-
sonic radiation wave both with the 20% increase in ε. The
electron temperature plot illustrates the minimal curva-
ture of the front and is in good agreement with the Hur-
ricane et al. estimate. The simulated density in figure
8(a) shows how the higher average density and lower laser
energy causes the Marshak wave to stall and becomes sub-
sonic producing a curved shock, while in figure 8(b) there
is no densification at the location of the front indicating
that the Marshak wave is supersonic.

For the supersonic case in table 1, different numerical
approaches were tested using the radiation hydrodynam-
ics code CORVUS [38]. For increasing n the Sn method
will reach the exact solution while since IMC is a statisti-
cal approach it should reach the same solution, but is not
rigorously ‘exact’. The same Tr(t) shown in blue in figure
3 that was extracted from NYM and used in the analyt-
ical models was applied in as a spatially uniform source

to the bottom surface of the a Cl-doped cylinder and Au
tube. The same 288 multi-group opacity from CASSAN-
DRA and equation of state data from SESAME that was
used in the NYM simulations was applied with multipliers
on each derived from the best fit of NYM simulations to
the data. The CORVUS simulations were run using a dif-
fusion model, IMC and S4, S8 and S16. The IMC method
was implemented in the same way as in the NYM simu-
lations earlier. Up to 8x105 ‘photon’ particles are sourced
per time step, which results in around 1x108 particles sur-
viving in total. The results were tested for convergence by
adding more particles, and this did not change the result;
the results are shown in figure 9.

Clear differences are apparent between the diffusion
model and other more complex approximations, while the
difference between IMC and Sn simulations are more sub-
tle. The diffusion approximation functions poorly around
high spatial gradients in the radiation energy density. There-
fore, with a standard diffusion scheme with a form fol-
lowing Ficks law [19], the imposed boundary temperature
will overestimate the energy sourced into the problem and
the Marshak wave will arrive earlier. CORVUS employs a
Robin boundary condition which is more consistent with
the transport solution and guarantees that the energy de-
posited is bounded by the amount of energy incident on
the boundary, allowing a good match at early time. How-
ever, there is no such correction further down the tube.
Here, near the Marshak front, the local gradient in the
radiation energy density is a poor description of the flux.
This leads to diffusion overestimating the flow of energy
down the tube and an earlier arrival time. Neither the Sn
or IMC methods encounter this issue.

Comparison of the IMC and S16 results show that the
time at which the top of the foam cylinder reaches 100 eV is
within 0.1 ns or 2.5% which is the approximate uncertainty
in the simulations. The Sn results show convergence with
only a slight difference between the S8 and S16 results.
In the S4 simulation the limitation of a small number of
‘rays’ (only three per quadrant for S4) is clear from both
the more pronounced curvature of the heat front when it
reaches the end of the tube, and also the heat front evolu-
tion in figure 9(b). Initially the position of the heat front
lags behind the IMC simulations indicative of the diffusion
model due to the poor angular resolution. With each de-
creasing order of Sn the same energy is sourced over fewer
angles, for S4 each ray is approximately 45◦. With fewer
angles more energy is sourced in the forward direction and
also more into the Au tube leading to a faster propagation
early in time. However as the heat front propagates the
heating of the Au tube directly from the source decreases
until the propagation is primarily dependent upon foam
emission. In the S4 case this will be far slower because
with fewer rays the length of Au tube heated directly by
the source is smaller causing the reversal seen at 2.3 ns
in 9(b). Quite remarkably, the 1D analytical model that
is a single-parameter fit to the data, is within 0.1mm of
all the numerical solutions throughout the evolution of the
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Figure 9: Comparison of simulations using the diffusion, IMC and Sn approximations to radiation transport in the radiation-hydrodynamics
code CORVUS. (a) Comparison of the electron temperature is shown at different times corresponding to when the centre (r = 0.0 mm) of
the top of the cylinder reaches an electron temperature of 100 eV. (b) The position of the heat front at the centre of the tube as a function
of time for each method relative to the IMC simulation. The analytic model is that of Hammer et al. that was fit to the data in figure 7.

heat front. It also shows some similar traits to the numer-
ical simulations lagging behind the IMC simulation ini-
tially, but then overshooting similar to the S4 simulation
at about 2.5 ns.

Interestingly there is still a slight difference in both the
temperature profile and arrival time between the IMC and
S16 results, but this is of order the cell-size used in the sim-
ulations (5µm). The electron temperature at the end of
the foam reaches 100eV in the IMC and S16 simulations at
4.74 and 4.64 ns respectively. This is in reasonably good
agreement with the measured time at which the Marshak
front reaches 100eV of 4.61±0.11 ns, but the heat front
curvature means that the source size varies with time, and
so the area-averaged radiation temperature cannot be di-
rectly compared with the simulated electron temperature
at the centre of the tube. Measurements of the heat front
curvature would be required to better constrain the simu-
lations.

5. Conclusions

To conclude, we have demonstrated the production of
a supersonic diffusive radiation wave in a previously inac-
cessible regime. Measurement of the absolute flux emitted
as the front reaches the end of a foam sample and images
of the front position at multiple times better constrain the
radiation flow than in any prior work. Application of two
diffusion-based analytical models do not agree in absolute
terms with the data due to their limited 1D and 2D carte-
sian scope. However, simple scaling of the Hammer et al.
model produces very good phenomenological agreement.
Simulations employing a simple diffusion approximation
grossly overestimate the energy entering the problem due
to the necessary boundary conditions applied. Higher ac-
curacy Sn with n>4 and IMC transport approximations
are in good agreement with the measured data provided
that ε is increased by ≈ 20%, and provide quantitative

validation of the conditions under which the front transi-
tions from super- to subsonic. As such the results provide
a constraining measurement of the foam material proper-
ties in addition to testing the radiation transport methods
applied.
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